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Abstract— In this study, ECG arrhythmia types of non-ectopic 
(N), ventricular ectopic (V), unknown (Q), supraventricular 
ectopic (S) and fusion (F) were classified by using the convolutional 
neural network (CNN) architecture. QRS detection was 
performed on these ECG arrhythmias that downloaded from 
MIT-BIH database. An imbalanced number of beats was obtained 
for 5 different arrhythmia types. In order to reduce the effect of 
imbalance in statistical performance metrics, data mining 
techniques, such as recall of data, were applied.  It was aimed to 
increase the positive predictive value (PPV) rates of the classes 
which consist of a few instances. 
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I. INTRODUCTION 
Nowadays, many methods are used for the diagnosis of diseases 
in the human body. Electrocardiography (ECG) enables the 
monitoring and recording of electrical activity during the 
operation of the heart. ECG signals are important in disease 
diagnosis. The individuals with cardiac arrhythmia can be 
identified by experts by examining the ECG records. Therefore, 
the analysis of heart signals and the development of automatic 
methods, that can help the experts, have great importance in the 
diagnosis of cardiac cycle disorders.  
 
To understand the signal characteristics, it is important to obtain 
different features on the signal. Usually, feature extraction 
methods have been used on ECG signals that require human 
experimentation to find best features which differentiate ECG 
arrhythmia types. The suitability of the extracted features from 
signals has a significant impact on the reliability and 
performance of a particular classification algorithm. Different 
methods were proposed in the literature for the feature 
extraction from ECG signals such as a general and patient-
specific classification system by using morphological wavelet 
transform features of ECG data and multidimensional particle 
swarm optimization technique are used [1-4]. The information 
about how well the features reflect the signal characteristics is 
measured by the performance metrics of the classification 
algorithms. The selection of suitable features involves an 
intense human trial and error factor. 
 

Recently, deep neural networks have received great interest in 
biomedical signal processing applications. Convolutional 
neural network (CNN) can be applied directly to raw ECG 
signals without any pre-filtering, or feature extraction. It deals 
with the problem of classification by extracting transient 
features through the ECG signal. In [5], block-based neural 
networks, optimized by the proposed evolutionary algorithm is 
employed for ECG heartbeat pattern classification. 1-D CNN 
algorithm is applied as a classification technique in [6]. In [7], 
it is recommended to add the softmax regression layer over the 
hidden representation layer as deep neural network, labeling the 
most relevant and uncertain ECG beats in the test record at each 
iteration and using this data to update the DNN weights, while 
a 9-layer deep CNN has been developed to classify 1-D ECG 
arrhythmias in [8]. This study was inspired from these different 
deep CNN structures used to solve various ECG signal 
classification and arrhythmia detection problems in the 
literature. 
 
Machine learning algorithms are widely used in the systems 
developed to assist the experts. One of the important points in 
these algorithms is the use of samples of data to reduce the 
machine learning success. However, the number of samples 
especially in medical applications such as ECG arrhythmias 
may not be sufficient. When working on a classification 
algorithm with multiple classes, generally, if number of 
samples in each class is equal, the higher the training 
performance can be obtained. In real world applications, data of 
all kinds of diseases, especially in the health sector, may not be 
obtained in equal amounts. In common diseases, more samples 
can be collected, whereas in rare cases number of samples will 
be low. Researches are carried out for the classification 
performance in such imbalanced data sets. Data mining 
methods are being developed in imbalanced data sets. While 
developing these methods, the results of statistical metrics and 
performance measurements are examined. In order to increase 
the success of learning in imbalanced data sets, the main 
objective is to improve the recall of the data to the system 
without damaging the accuracy. However, recall and precise 
results can often be contradictory, because the number of false 
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positives may increase while increasing the true positive for the 
minority classes [9]. 
 
In this study, it is aimed to increase the performance of the 
classification of the heart signals obtained from the MIT-BIH 
arrhythmia database by using CNN algorithm and data mining 
methods in imbalanced data sets.  

II. METHODOLOGY  
The extraction of appropriate features from an image or a signal 
is an important factor in the accuracy rates of the classification 
algorithms. In this study, one dimension raw ECG beats were 
obtained from ECG signals by using QRS extraction. The 
arrhythmias downloaded from the MIT-BIH database were 
segmented according to American National Standards Institute 
(ANSI) standard class labels. Data is prepared in the input 
format suitable for CNN which are explained in the following 
subsections. 

A. Data 
The source of the ECG data used for training and testing is 
obtained from the MIT-BIH Arrhythmia database from the 
Physionet website. [10]. The data classified according to 
Association for the Advancement of Medical Instrumentation 
(AAMI) standard which can be divided to the arrhythmias into 
5 main branches which are called as non-ectopic (N), unknown 
(Q), ventricular ectopic (V), supraventricular ectopic (S) and 
fusion (F) [11]. These main branches contain different types of 
arrhythmias. 

B. Preparing Data 
The data was prepared for the CNN algorithm using Matlab 
compatible WFDB toolbox [12]. By utilizing the functions in 
this toolbox, QRS detection was applied the signals in records 
according to annotation codes which arranged in accordance 
with ANSI / AAMI-standard. Each QRS block was labeled with 
the type name. The QRS data of each type is divided into test, 
training and validation data. 

C. CNN Model 
CNN algorithms can be considered as multi-layer perceptron 
(MLP) with a special structure. The CNN algorithm has 3 basic 
layers: a convolutional linear layer, a pooling layer, and fully-
connected layer. Unlike standard machine learning algorithms, 
CNN can use different feature extraction methods to obtain and 
classify discriminant features [13]. This means that raw data is 
given directly as an input of the network. This process is more 
effortless than the classical methods and the determination of 
the features with deep learning technique provides higher 
performance rates.  
 
The proposed CNN architecture was inspired from Acharya and 
his research team’s publication [8]. The CNN architecture 
includes of 9 layers: 3 convolutional layers, 3 max-pooling 
layers, and 3 fully-connected layers. Each convolutional layer 
provides the feature maps and followed by a batch 
normalization layer, then activated with a rectified linear unit, 
and down-sampled with the max-pooling layer. Final layer 

includes the fully-connected layers consist of respectively 30 
and 30 and 5 output neurons. The softmax function and 
classification layer is used to separate outputs to each class 
which are N, V, Q, S and F. 
 
Two different learning parameters were used in the applied 
CNN model and the results were compared. First, 3x10��  
initial learning rate applied and this value has not been changed 
during the training, momentum parameter was taken as 0.2 and 
maximum epoch set as 300. Ten-fold cross-validation was 
applied with these layer parameters.  
 
Secondly, 0.01 initial learning rate applied and this value has 
been dropped with the factor of 0.2 during the training, 
momentum parameter was taken as 0.2 and maximum epoch set 
as 300. The numbers of majority class samples were subdivided 
to match the number of minority class samples. And the training 
was continued until all of the majority class samples were used 
in train. 

D. Dealing with Imbalanced Data 
The first approach is to increase the number of epochs. The raw 
ECG data was given directly to the network without applying 
any feature extraction method and filtering. 10-fold cross-
validation was applied. Data randomly separated to 10 equal 
pieces. Each fold, one piece of the data was used for test and 
the rest was used for the train and validation. Increasing the 
number of training iteration, which is one of the factors of deep 
learning, increased the possibility of learning the data with few 
samples in classification algorithm. 
 
In the second method, the train data ensemble which includes 
same number of samples from each class is constructed. 
Assume that a rare class A has r samples, and an abundant class 
B has s samples. 𝑛𝑛 = ⌈𝑠𝑠/𝑟𝑟⌉ train sessions are required to include 
all the samples. Thus, the set B is divided into n clusters as    
𝐵𝐵 = [𝑏𝑏� 𝑏𝑏�  ⋯ 𝑏𝑏� ]  where each subset bi has r samples. The 
train sets are organized as show in Figure 1 for each n training 
sessions. In the first training, the initial weights are assigned as 
random. In the kth training the weights of k-1th train are assigned 
as the initial weight. The training continues until all clusters of 
class B is included in the training.   
 

Train 1 A 𝑏𝑏1 Weights and      

Train 2 A 𝑏𝑏2       biases  are 

         transferred 

Train n A 𝑏𝑏𝑛𝑛  
 

Figure 1. Train sets for imbalanced data 
 

E. Evaluation Criteria 

Sensitivity gives information about the percentage of heartbeats 
which have the relevant arrhythmia disorder arrhythmia 
disorder is detected correctly. This relationship can be 
expressed as 

𝑆𝑆� =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
. 100[%] (1) 
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Figure 2. Performance metrics via iterations 

Specificity gives the percentage of beats which do not have the 
relevant arrhythmia disorder is correctly identified. Specificity 
can be expressed as 

𝑆𝑆� =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
. 100[%] (2) 

 
Positive predictive value is a criterion of precision that gives the 
possibility of how the classification model can be correctly  
classify the beats presence of relevant arrhythmia. The positive 
predictive value (PPV) is expressed as 

𝐹𝐹𝐹𝐹𝑃𝑃 =
𝑇𝑇𝐹𝐹

𝑇𝑇𝐹𝐹 + 𝐹𝐹𝐹𝐹
. 100[%] (3) 

 
Equation (4) indicates the accuracy calculation of the 
classification algorithm. Accuracy rate A is calculated as 

𝐴𝐴 =
𝑇𝑇𝐹𝐹 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝐹𝐹 + 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
. 100[%] (4) 

III. RESULTS AND DISCUSSIONS 
In this study CNN algorithm was applied to classify ECG 
arrhythmia data with imbalanced class sizes. The CNN 
architecture was created on Matlab and the algorithm runs on a 
PC workstation with Intel Xeon 3.50 GHz (E5-1650) processor 
and 64 GB of RAM. 
 
The results are mostly compared with Acharya et al. which has 
similar structure [8]. It has been shown that the classification 
performance was increased without using synthetic data. In our 
first approach of incremented learning, CNN is trained for 300 
epochs. The test results of statistical metric comparison of noisy 
ECG signals classification is given in Table 1. This parameter 

change makes positive effect on the PPV rates of the low 
sample classes.  
 
Table 1. Results Comparison for incremented learning 

Method 
Overall Average Classification Results of Imbalance 

data of Noisy ECG 
Type SEN % SPEC % PPV % ACC % 

Acharya et 
al.[8] N 

88,35 95,90 99,04 89,65 

With 300 
epoch 98,40 96,63 99,33 98,10 

Acharya et 
al.[8] Q 

95,45 99,24 90,87 98,96 

With 300 
epoch 99,30 99,90 98,78 99,86 

Acharya et 
al.[8] V 

92,67 98,11 77,62 97,75 

With 300 
epoch 95,38 99,60 94,27 99,32 

Acharya et 
al.[8] S 

85,26 95,11 31,25 94,86 

With 300 
epoch 82,22 99.09 64.92 98,75 

Acharya et 
al.[8] F 

88,15 96,99 17,80 96,93 

With 300 
epoch 85,04 99,77 68,38 99,68 

 
In the second approach new train clusters were created. Totally 
90593-N beats, 8040-Q beats ,7235-V beats, 2781 S-beats and 
802-F beats were used. These beats split into %80 training and 
%20 test data. The rare set F has 642 samples for training. Then 
each train ensemble is constructed with 642 samples from each 
class.  A total of 113 training iterations were implemented with 
300 epochs.  That means, 1 time 72474-N samples, 11 times 
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6432-Q, 12 times 5788-V samples, 33 times 2225-S samples 
and 113 times 642-F samples were participated to the training.  
 
Figure 2 illustrates the variation of performance with training 
iterations. In all graphs, the classes V and Q which have average 
data size, introduces stable characteristics. In the positive 
predictive value, the rare class F starts with higher values 
around 90% while N and S has lower starting values. With the 
addition of the new training samples from the other classes, the 
PPV value of F, N and S classes reaches to similar level. The 
effect of data size imbalance is seen when the sensitivity and 
specificity graphs are examined closely. While the number of 
true positives for the classes F and S increased, the class N, 
which had more samples, had an effect on the false positives of 
S and F classes. This reduced the sensitivity percentages of the 
classes with low sample size. Similarly, the abundant class N 
has the lowest specifity. The accuracy for each class increase 
with the iterations, again the abundant class N has the lowest 
accuracy in the classification.  
 
    Table 2.Comparison of SVEB Metrics 

Method 
SVEB 

SEN % SPEC % PPV % ACC % 

Ince et al.[4] 81.8 98.5 63.4 96.1 

Jiang et al.[5] 74.9 98.8 78.8 97.5 

Kiranyaz et al.[6] 68.8 99.5 79.2 96.4 

Proposed 2nd 
Method 26,85 99,6 85,43 93,72 

 
Table 2 gives the SVEB (means S class versus N, V, and F) 
percentages comparison of researches which classifies MIT-
BIH data with deep learning methods. Since Q-beats have been 
used in this study, the last line represents the percentage values 
of S class versus N, V, F and Q. It has been observed that the 
proposed method increases the specificity and positive 
predictive value, while the sensitivity is lower than the previous 
studies. 

IV. CONCLUSIONS 
Automatic or semi-automated ECG beat classification is 
important for the development of patient follow-up systems and 
for assisting specialists. Finding suitable features for the 
standard classification algorithms is important to get higher 
accuracies. CNN extracts features from the raw data by 
applying deep learning technique and trying to find best fit 
features. In order to increase the classification performance of 
the CNN architecture, it is important to have equal size classes 
in the training samples. In this study, data mining methods are 
applied for imbalanced data while training the CNN without 
creating any synthetic data. By increasing the number of epochs 
on a proposed CNN architecture was significantly increased the 
PPV rates of the classes with low samples. In addition, creating 
balanced train clusters increased the PPV ratios the 80% and 
above in non-dominant classes. The results showed that the 
number of training iteration, which is one of the factors of deep 

learning, increased the possibility of learning the data with few 
samples from classification algorithm. 
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